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ABSTRACT

This article deals with cooperative distributed grammar systems and cooperative distributed
grammar systems controlled by graph with infinite number of components. Proofs of genera-
tive power for both types of grammar systems are provided. Both grammar systems are capa-
ble of generating arbitrary language, thus recursively enumerable languages. Graph controlled
grammar systems with context-free productions, respectively with regular productions are more
powerful than unrestricted grammars. Results are compared to grammar systems with finite
number of components.

1 INTRODUCTION

Cooperative distributed grammar systems (see [1]) was constructed from the beginning on prac-
tical basis to simulate multiprocessor activities, for example group of agents working over one
sentential form (consisting of symbols). This way of activity appears in many branches of com-
puter science. Exclusive access to sources and their sharing is typical for hardware analysis and
construction.

Cooperative distributed grammar systems were used as formalism estabilished on practical com-
puting devices, which is constructable and works with limited generative power due the limits
of finite sources. Cooperative distributed grammar systems are limited by number of compo-
nents, typically finite. Altough cooperative distributed grammar system is mathematical model
and limits of generative power were not inspected. Generative power of cooperative distributed
grammars controlled by graph with infinite number of components and each component consist
of finite set of regular productions is investigated in this paper. Cooperative ditributed grammar
systems with regular productions and arbitrary finite number of components are as powerful as
regular grammars.

Only one component of a cooperative distributed grammar system is active during derivation
step or sequention of steps (depends on mode of derivation), performs a derivation step (or steps)
and another (not exactly other) component is active. The way of passing active control is called
protocol. There are many modes, but only mode = 1 and terminating mode are investigated.
Mode = 1 means that a component of grammar system performs exactly one derivation step and



then control is passed. Terminating mode means that a component of grammar system performs
as many steps as possible and then control is passed.

Standard cooperative distributed grammar systems pass control between components nondeter-
ministically. Cooperative distributed grammar systems controlled by graph eliminate nondeter-
minism by controlled passing of active component. This restriction increases generative power
of cooperative grammar systems.

Results and proofs, which will be described in this article, are theoretical, but with regard to that
grammar systems are theoretical constructs, then their limits has to be verified and explained.

Cooperative distributed grammar systems controlled by graph with finite number of components
are practically usable in computer science, they have counterparts in processor controlling.
Nondeterminism in hardware is nontypical and graph controlling eliminates nondeterminism.
Another uninvestigated field is graph controlled cooperative distributed grammar systems with
regular productions.

2 PRELIMINARIES

This paper assumes that reader is familiar with basic theory of automata and grammars (See
[3]). For a word w over alphabet of terminal and nonterminal symbols V = N ∪T , |w| denotes
length of word and w(i) denotes i-th symbol of w.

2.1 COOPERATIVE DISTRIBUTED GRAMMAR SYSTEMS

Definition 2.1. Cooperative distributed grammar system of degree n is (n+3)-tuple

Γ = (N,T,S,P1, . . . ,Pn),

where

• N is a finite set of nonterminal symbols (nonterminals),

• T is a finite set of terminal symbols (terminals),

• S is the starting nonterminal (axiom) and

• (P1, . . . ,Pn) is a list (possibly inifinite) of finite sets of productions.

– context-free - X → α, X ∈ N and α ∈V ∗,

– regular - X → α, X ∈ N and α ∈ T ∪T N.

Cooperative distributed grammar systems work over one sentential form and thus configuration
consists of string over V .

Every quaternion Gi = (N,T,S,Pi) is i-th context-free grammar (component).

Definition 2.2. Let Γ =(N,T,S,P1, . . . ,Pn) be a cooperative distributed grammar system, deriva-
tion step of i-th component using production X → w ∈ Pi, where u,v,w ∈V ∗, X ∈ N, is relation
of the form

uXv⇒i uwv [X → w]



Obviously,⇒∗i denotes reflexive and transitive closure of⇒i.

Cooperative distributed grammar systems are based on cooperation, passing of control between
components. Selection of a component is nondeterministic and cooperative distributed grammar
systems controlled by graphs restrict this nondeterminism, by appointing which component is
active in the next derivation step. Only one component rewrites actual sentential form, other
wait for passing control.

Definition 2.3. Let Γ = (N,T,S,P1, . . . ,Pn) be a cooperative distributed grammar system,

• The one step derivation of i-th component (denoted by⇒=1
i ) is defined as

x⇒=1
i y iff x⇒i y, for x,y ∈V ∗

• The terminating derivation of i-th component (denoted by⇒t
i) is defined as

x⇒t
i y iff x⇒∗i y and there is no z ∈V ∗ such that y⇒i z

There exists other modes of derivation for cooperative distributed grammar systems, which can
be found in e.g. [1].

Definition 2.4. The language of a cooperative distributed grammar system Γ = (N,T,S,P1, . . . ,

Pn) is defined by L(Γ) = {w ∈ T ∗ | S⇒ f
i1 x1⇒ f

i2 . . .⇒ f
im xm = w, x1, . . . ,xm ∈ V ∗, i1, . . . , im ∈

{1, . . . ,n}, f ∈ {= 1, t}}

Generally every cooperative distributed grammar system generates different languages depend-
ing on derivation mode.

2.2 GRAPH CONTROLLED COOPERATIVE DISTRIBUTED GRAMMAR SYSTEMS

Cooperative distributed grammar systems controlled by graph extend basic definition of co-
operative distributed grammar systems limiting nondeterminism, which leads to increase of
generative power ([2]).

Cooperative distributed grammar systems controlled by graph were studied only with compo-
nents consisting one rule (see [2]). Definition which will follow uses components with arbitrary
number (finite) of productions. This expansion leads to more flexible and natural connection
with standard cooperative distributed grammar systems, every cooperative distributed grammar
system is cooperative distributed grammar system controlled by graph with complete graph.

Definition 2.5. Cooperative distributed grammar system of degree n controlled by graph is ∆ =
(G,Γ), where Γ is cooperative distributed grammar system of degree n, Γ = (N,T,S,P1,P2, . . . ,
Pn) and G is a relation over sets of productions. Let P = {1,2, . . . ,n}, so G⊆ P×P.

The relation G can be represented as graph which vertices are components of cooperative dis-
tributed grammar system Γ. Informally, standard cooperative distributed grammar systems are
nondeterministic, thus selection of following component after execution of specified number
of derivation steps is unpredictable. Limitation by control graph forbids such nondeterminism
chosing set of consequent components, which can be used.

Definitions of one derivation step and two derivation modes are the same as in case of standard
cooperative distributed grammar systems.



Definition 2.6. Let ∆ =(G,Γ) be a cooperative distributed grammar system controlled by graph,
the language is defined as
L(∆) = {w ∈ T ∗ | S⇒ f

i1 x1⇒ f
i2 . . .⇒ f

im xm = w, x1, . . . ,xm ∈V ∗, i1, . . . , im ∈ {1, . . . ,n},
f ∈ {= 1, t},(ik, ik+1) ∈ G, for k ∈ {1, . . . ,m−1}}

Notice, that number of components of cooperative grammar systems is not limited, so we can
investigate extreme theoretical properties of these systems especially their generative capacity.

3 MAIN RESULTS

Many books concerning cooperative distributed grammar systems investigate their generative
capacity (See [1]). Considered grammar systems consisted unlimited but finite number of com-
ponents. This paper investigates generative capacity of cooperative distributed grammar sys-
tems with infinite components.

Theorem 3.1. For an infinite language L over finite alphabet T , there exists a cooperative dis-
tributed grammar system Γ with infinite number of components and context sensitive produc-
tions working in mode = 1, such that L(Γ) = L.

Proof. Let L = {w1,w2, . . .} be an infinite language. The cooperative distributed grammar sys-
tem of infinite degree Γ = (N,T,S,P1,P2, . . .) is constructed:

• N = {S},

• Pi = {S→ wi}, for i ∈ {1,2, . . .}.

Every word from L can be derivated by one step derivation. E.g. word wi, i≥ 1 is obtained by
using component i and

S⇒i wi,

using production S→ wi, so wi ∈ L(Γ) and L = L(Γ).

Notice that Γ consists only singleton components, every component has only one production.
Cooperative distributed grammar systems with infinite components are more powerful, than
Turing machines. This grammar system has disadvantage, set of all productions

⋃
∞
i=1 Pi of Γ is

infinite.

Theorem 3.2. For an infinite language L over finite alphabet T , there exists a cooperative dis-
tributed grammar system Γ with infinite number of components and regular productions work-
ing in terminating mode, such that L(Γ) = L.

Proof. Let L = {w1,w2, . . .} be an infinite language and n = max{|w| : w∈ L} . The cooperative
distributed grammar system of infinite degree Γ = (N,T,S,P1,P2, . . .) is constructed:

• N = {S,X1,X2, . . . ,Xn−1},

• Pi = {S→ wi(1)X1,X1→ wi(2)X2, . . . ,X|wi|−2→ w(|wi|−1)X|wi|−1,X|wi|−1→ wi(|wi|)},
for i ∈ {1,2, . . .}.



If ε ∈ L, then for some i≥ 1, Pi = {S→ ε}. Every component generates exactly one word from
L. Terminating mode forces cooperative distributed grammar system to derivate one word, e. g.
derivation of word wi from language L, using component i

S⇒i wi(1)X1⇒1 wi(1)wi(2)X2⇒i . . .⇒i wi(1)wi(2) . . .wi(|wi|−1)X|wi|−1⇒i

⇒i wi(1)wi(2) . . .wi(|wi|−1)wi(|wi|) = wi

and wi ∈ L(Γ), so L = L(Γ).

Note that components are able to contain more than one regular production and set of all pro-
ductions

⋃
∞
i=1 Pi of Γ is finite.

Theorem 3.3. For an infinite language L over a finite alphabet T , there exists a graph controlled
cooperative distributed grammar system Γ with infinite number of components and regular pro-
ductions working in mode = 1, such that L(Γ) = L.

Proof. Let L = {w1,w2, . . .} be an infinite language. The cooperative distributed grammar sys-
tem of infinite degree ∆ = (G,Γ) with Γ = (N,T,S,P1,P2, . . .) is constructed:

• N = {S,X},

• For every wi ∈ L. Let n = 1 for i = 1, and n = 1 + ∑
i−1
k=1 |wk| for i > 1, Pn = {S →

wi(1)X},Pn+1 = {X → wi(2)X}, . . . ,Pn+|wi|−1 = {X → wi(|wi| − 1)X},Pn+|wi| = {X →
wi(|wi|)}.

• For every wi ∈ L. Let n = 1 for i = 1, and n = 1 + ∑
i−1
k=1 |wk| for i > 1, (n,n + 1),(n +

1,n+2),(n+2,n+3), . . . ,(n+ |wi|−1,n+ |wi|) add to G.

If ε ∈ L, then for some i≥ 1, Pi = {S→ ε}.

Only components with S on left-hand side of a rule can be used at the beginning of derivation.
Thus only components Pn with n = 1 for i = 1, and n = 1 + ∑

i−1
k=1 |wk| for i > 1, can be used.

Then for every component there exist only one consequent component due control graph G so
every derivation is of the form
S ⇒n wi(1)X ⇒n+1 wi(1)wi(2)X ⇒n+2 . . .⇒n+|wi|−2 wi(1)wi(2) . . .wi(|wi|−1)X ⇒n+|wi|−1
⇒n+|wi|−1 wi(1)wi(2) . . .wi(|wi|−1)wi(|wi|) = wi

and derivates word wi ∈ L. Hence L(∆) = L.
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